Predictive Analysis of Spatial Data and Time Series to Predict Earthquake Magnitudes by Using Data Mining Approach
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ABSTRACT
The suggested methodology presented in this work uses data mining to identify seismic zones and time series to forecast earthquake magnitudes. Utilize historical earthquake data gathered from the United States Geological Survey (USGS) and obtained by utilizing hierarchical and farthest first clustering to predict seismic activity. Latitude and longitude cluster data were used to create a prediction model to forecast the size of upcoming earthquakes in the Nanggroe Aceh Darussalam region and its nearby areas.
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INTRODUCTION
On the island of Sumatra, Nanggroe Aceh Darussalam (NAD), one of Indonesia’s provinces, has one of the highest seismic areas. The likelihood of earthquakes that move actively along Sumatra is increased by the presence of subduction zones, as well as by the association of the Sunda Arc on the island’s west coast, and a sizable shear fault known as the Great Sumatran Fault. This fault zone hosts the majority of the strike-slip movement (H. Harjono, 2017). The northern terminus of this active fault lies beneath Banda Aceh, which was shaken by the Indian Ocean earthquake in 2004. Since the earthquake ceased, the strain on the Great Sumatran Fault has dramatically grown, particularly in the northern part of the island of Sumatra (Deutsche Welle Indonesia, 2014).

In this work, two clustering algorithms are utilized to pinpoint specific NAD regions that are likely to experience intense seismic activity. To find appropriate groupings, we contrasted hierarchical clustering and farthest first clustering. After clustering, we identified two seismic zones that are most likely to experience an earthquake.

Three well-known classification techniques, including Decision Tree (DT), k-Nearest Neighbor (KNN), and Support Vector Machine (SVM), were used to assess the effectiveness of the chosen clusters. These findings should describe the most precise evaluation model discovered. Then, a time series analysis is carried out to forecast upcoming seismic activity patterns. Predictive models that forecast the possibility of a seismic event are created using predictive algorithms that include Simple Linear Regression, Gaussian Process, Multilayer Perceptron, and Support Vector Machine for Regression (SMOreg). With the help of the proposed model, NAD can estimate the likelihood of earthquakes and take precautions that should lessen their damaging effects in the future.

One of the research that has been released can calculate the likelihood of an earthquake (Absar et al., 2017). These elements include the distance from the epicenter, the connectivity, the population density, the level of development, and the severity of the earthquake. The risk of a particular location can be calculated more precisely thanks to this approach. However,
because so much of this work depends on user input, it is ineffective for assessing the overall risk of earthquakes.

According to Hashemi et al. (2016), there is a suggested way to take advantage of hierarchical clustering methods. Three clusters of five traits each were chosen. At first, only non-spatial attributes are taken into account, then spatial (location) attributes, and lastly, all of them are used. The clusters were trained using the DT, KNN, and SVM. They claimed that after examining the RMSE, KNN performs terribly and that DT performs just marginally better than SVM.

Another piece of literature (Kulkarni et al., 2015) compares various techniques for earthquake prediction. The k-nearest neighbor graph takes into account all distributions of training data. The research suggests that geographical, temporal, and magnitude forecasts are crucial for earthquake prediction.

While neural networks are better at handling temporal and magnitude predictions, data mining and clustering are better at handling spatial predictions. To anticipate earthquakes, several computational intelligence techniques are applied (Martínez-Álvarez, 2011).

Several pre-processing methods were employed to enter data for 33 seismic occurrences over a 28-year period (Last, 2016). Seven different classification methods, including KNN, SVM, ANN, J48, and others, were tested on this data. The Multi-Objective Info-Fuzzy Network (M-IFN) produces the best accuracy out of all the methods. By designating spatial features as independent variables, multi-linear regression is additionally employed to determine earthquake magnitudes (Dutta et al., 2017).

A higher coefficient of determination was obtained when comparing the anticipated magnitudes. Quantitative association rules and regression are used to analyze the time pattern and date of occurrence in order to predict earthquakes (Nivedhita et al., 2016).

On seismic activity scales, k-means clustering is utilized to group together homogeneous data (Hoque et al., 2017). This rule has a 90% accuracy rate in predicting the number of seismic vents given a year and a quadrant of the planet. Based on actual data sets, spatial data mining is used to identify seismic zones. In order to uncover intriguing patterns, spatial data mining differs from standard data mining in that it takes spatial data into account. After the spatial datasets have been normalized and discretized, a clustering algorithm is used to group related spatial data together because they actually correspond to the same seismic zone.

There is also discussion of long-term forecasting methods to determine the likelihood of strong earthquakes (M≥4.95). (M.J. Werner et al., 2011). By assuming that future earthquakes are more likely to occur in regions where previous earthquakes, particularly small ones (M≥2), have happened, the suggested model expands the general recurrence method. According to this presumption, the number of previous earthquakes in nearby regions can be used to forecast the number of earthquakes that will occur in a certain area in the future.

The study made use of data from 300,278 earthquakes with magnitudes of M≥1.7 that occurred in California between January 1, 1981, and April 1, 2010. The predictive feature is the degree of seismicity (the number of M≥2 events in a given cell smoothed by the kernel function) over the 24 year training period, as opposed to the anticipated characteristic, which is the number of M≥3.5 or M≥4.95 events over the upcoming five-year target period.

The smoothing parameter (number of nearby places) in this experiment is set to 10. Effects of farther sites are totally disregarded. The Gutenberg-Richter (GR) ratio is used to evaluate the magnitude distribution at a specific place (cell) over the target period. The average probability per earthquake in relation to the reference model is used to assess each prediction model's performance. Around 6.0 is the largest documented probability gain.
RESEARCH METHODS

Proposed Workflow

The major goal of this research is to examine past seismic occurrences in order to identify earthquake hotspots using spatial data from the USGS. Two pertinent clustering techniques are used for this. The cluster accuracy is then determined by comparing the clusters using three distinct algorithms. With the help of time series analysis, we can forecast upcoming seismic events. The proposed model's process is shown in Figure 1.

![Figure 1. Block Diagram of Workflow](image)

**Data Collection**

The study considers earthquakes that occurred within a 60-year time frame between 7.362° North Latitude and 2.153° North Latitude and 92.505° East Longitude and 99.492° East Longitude (01 January 1907 to 10 February 2021). NAD falls under our preferred field. The specifics of the earthquake and its processes were discovered via a website managed by the United States Geological Survey (USGS), which provided timely, important, and beneficial information. The table contains information on the earthquake's depth, magnitude, time of occurrence, and other pertinent details. We found that 7,461 (seven thousand four hundred and sixty one) earthquakes with a magnitude of 4.5 or greater have occurred in this area. An explanation

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DateTime</td>
<td>Month, Year, Day, Hour, Minute, and Second</td>
</tr>
<tr>
<td>Long</td>
<td>Decimal longitude degrees</td>
</tr>
<tr>
<td>Lat</td>
<td>Decimal latitude degrees</td>
</tr>
<tr>
<td>Depth</td>
<td>Kilometers between the epicenter of an earthquake and the surface</td>
</tr>
<tr>
<td>Mag</td>
<td>Earthquake's magnitude</td>
</tr>
</tbody>
</table>
Data Pre-processing

Normalizing variables is a crucial step before combining data points or creating a prediction model in order to eliminate outliers and extreme values. The zero mean and standard deviation approaches are utilized for that. The dataset's normalization is displayed in Equation 1. Here, the terms "mean," "standard deviation," and "normalized data" are used.

\[ \text{Gap Days} = \text{NDays} - \text{IP} \]  

Normalizing variables is a crucial step before combining data points or creating a prediction model in order to eliminate outliers and extreme values. The zero mean and standard deviation approaches are utilized for that. The dataset's normalization is displayed in Equation 2. Here, the terms "mean," "standard deviation," and "normalized data" are used.

\[ N = (m - m')/s \]  

It handle problems including erroneous or missing location data, the choice of pertinent features, and other concerns. The writers use a variety of pre-processing methods on the dataset when it comes to the spatial data. Here, spatial position, together with latitude, longitude, and depth, are used as spatial properties.

As utilized by Hashemi, et al., we added two additional properties to the dataset called "N-Days" (elapsed earthquake occurrence days since 1907) and "Gap Days" (days since the previous earthquake occurred) (M. Hashemi et al., 2016). Equation 1 is used to calculate "Gap Days" by ordering the dataset in ascending order based on "N-Days," where IP is the immediate predecessor of "Passed Days."

Clustering

To identify earthquake-prone areas in NAD, we group data based on longitude and latitude. In order to establish how frequently significant earthquakes occur in these regions, the data is then divided by magnitude, depth, and time. We execute hierarchical clustering using the average link approach since it is less sensitive to outliers, and we use two alternative clustering methods for this purpose. The following formula is used in this method to determine how far apart clusters are from one another (Equation 3).

\[ \frac{1}{|A||B|} \sum_{x \in A} \sum_{y \in B} d(x, y) \]  

In addition to being essentially deterministic, hierarchical clustering algorithms do not demand a specific number of clusters.

The farthest first traversal of a compact metric space in computational geometry is a series of points in space, where the first point is randomly selected and each following point is as far away from the set of previously chosen points as is possible. By limiting the selected points to the set or, alternatively, by taking into account the finite metric space produced by these points, the same idea can also be used to a finite collection of geometric points (Dasgupta et al., 2005). The resulting sequence creates a point permutation, also referred to as a greedy permutation, for a finite metric space or finite geometric point set (Har-Peled et al., 2006).
Cluster Evaluation
In order to evaluate clusters, the author separates the data set based on the number of clusters. Next, SVM, KNN, and DT were used to assess the cluster accuracy. A magnitude model based on longitude and latitude attributes will be produced after applying two clusters to the mapper. a map that will show seismic zones based on low, medium, and high densities. Latitude is represented by the x axis, and longitude is represented by the y axis. A seismic event is thus represented by each point. From this, we can infer that a particular place is more seismically sensitive than other areas.

Forecasting Future Pattern
Data forecasting can be done based on past occurrences to forecast future values. A set of data points in a time-dependent data set are modeled using time series analysis. The four methods utilized in this case include Simple Linear Regression, Gaussian Process, Sequence Minimum Optimization (SMOreg), and Multilayer Perceptron, among many more regularly used techniques. Using each of these four methods, our seismic event data is used to predict the magnitude of upcoming earthquakes. The optimal prediction method for the seismic data is chosen after comparing various algorithms based on the results attained.

Time is designated as the independent variable in each approach, while the magnitude of the earthquake is designated as the dependent output variable. The magnitude prediction was examined in phases (1, 5, and 13 of the validation process). Lagging data values are used to get rid of the mean's temporal variation. Because the variable being taken into account is the shift in time, this will result in the finding of a pattern that is marginally different from the pattern generated from the real data.

Time Series Analysis
We use a variety of techniques, including Linear Regression, Gaussian Process, Support Vector Machine of Regression (SMOreg), and Multilayer Perceptron, to forecast time-dependent occurrences, such as time series analysis for earthquakes. Mean Absolute Error (MAE) and Root Mean Squared Error have been compared (RMSE). We then try to identify which algorithm is more accurate and efficient.

RESULTS AND DISCUSSION
Clustering
We ultimately obtained a magnitude model based on the longitude and latitude attributes after applying the two clusters to the mapper. This map gives us a clear visual of the low, medium, and high density seismic zones in NAD and its surrounding regions, which are depicted in Figures 2 and 3. Latitude is represented by the x axis, and longitude is represented by the y axis. Therefore, each dot stands for a seismic event. As we can see, the spots at longitude 99-100 and latitude 5.88-1, which correspond to the northern and northwest portions of NAD, are particularly dense. This leads us to believe that these two areas are more seismically sensitive than the others.

Cluster Evaluation
Recall, precision, and F-measure calculations are made across a pair of clustering points in order to assess the clustering outcomes. To analyze clusters, the author has employed a DT, SVM, and KNN. Out of a total of 3322 examples, the author discovered 3218 instances that were correctly classified, with a DT accuracy of 99.8796%, while SVM and KNN both displayed the same accuracy of 99.127%.
The several measures employed for cluster evaluation are displayed in Table 2. Table 3 compares the two clustering approaches with regard to cluster evaluation.

Table 2. Matrix of Classifiers for Confusion

<table>
<thead>
<tr>
<th>Output Class</th>
<th>Target Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifiers for negative</td>
<td>tn, fn</td>
</tr>
<tr>
<td>Classifiers for positive</td>
<td>fp, tp</td>
</tr>
</tbody>
</table>
Recall = \frac{tp}{(tp + fn)} \quad (4)

Precision = \frac{tp}{(tp + fp)} \quad (5)

Accuracy = \left( \sum mf - \frac{\sum af}{\sum af} \right) \times 100 \quad (6)

Where tn, fn, fp, tp, mf, and af stand for true negatives, false negatives, false positives, and true positives, respectively.

Table 3. Accuracy of Classifiers

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>RMSE</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Tree (DT)</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.0347</td>
<td>99.8796 %</td>
</tr>
<tr>
<td>Support Vector Machine (SVM)</td>
<td>0.991</td>
<td>0.991</td>
<td>0.996</td>
<td>0.0934</td>
<td>99.127 %</td>
</tr>
<tr>
<td>k-Nearest Neighbor (KNN)</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.0245</td>
<td>99.9398 %</td>
</tr>
</tbody>
</table>

Forecasting Future Patterns

We are able to display the actual value using all four time series approaches and visualize the anticipated value 1, 5, or 13 steps in advance. Additionally, we can say that SMOreg is the best method for predicting earthquake magnitude values with the least amount of inaccuracy.

Model Evaluation with MAE and RMSE: The magnitude of the error is measured using the Mean Absolute Error (MAE) (error). Each unique difference in MAE is given equal weight by calculating a linear score and disregarding direction. It can be stated as follows:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |e_i|
\quad (7)
\]

The Root Mean Squared Error is the primary indicator of the size of the average error (RMSE). The projected value and the actual value are squared to perform calculations on the dataset. The sample dataset is then averaged after that. These two procedures are used to identify and prevent larger errors.

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} e_i^2}
\quad (8)
\]

Figure 4. Prediction Test Using the Gaussian Process
By assessing the MAE and RMSE in the four time series methods, the training and testing data were examined at 1, 5, and 13 steps forward to determine the performance of the final model. Test results acquired using the 5-fold method. Table 4 (training data phase) and Table 5 compare the MSE and RMSE values for the four time series algorithm types (testing phase).

### Table 4. Error in Training Data

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>1-step ahead</th>
<th></th>
<th></th>
<th></th>
<th>5-step ahead</th>
<th></th>
<th></th>
<th></th>
<th>13-step ahead</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>RMSE</td>
<td>Inst.</td>
<td>MAE</td>
<td>RMSE</td>
<td>Inst.</td>
<td>MAE</td>
<td>RMSE</td>
<td>Inst.</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>0.3314</td>
<td>0.5242</td>
<td></td>
<td>0.32</td>
<td>0.5321</td>
<td></td>
<td>0.3014</td>
<td>0.5276</td>
<td></td>
</tr>
<tr>
<td>Gaussian Process</td>
<td>0.2841</td>
<td>0.4198</td>
<td>2313</td>
<td>0.2858</td>
<td>0.4208</td>
<td>2309</td>
<td>0.2848</td>
<td>0.4223</td>
<td>2302</td>
</tr>
<tr>
<td>SMOreg</td>
<td>0.2803</td>
<td>0.4024</td>
<td></td>
<td>0.301</td>
<td>0.4275</td>
<td></td>
<td>0.3189</td>
<td>0.439</td>
<td></td>
</tr>
<tr>
<td>Multilayer Perceptron</td>
<td>1.1086</td>
<td>1.4839</td>
<td></td>
<td>0.8771</td>
<td>1.1262</td>
<td></td>
<td>0.7411</td>
<td>1.0032</td>
<td></td>
</tr>
</tbody>
</table>
Table 5. Error in Testing Data

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>1-step ahead</th>
<th>Training Data</th>
<th>5-step ahead</th>
<th>13-step ahead</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>RMSE</td>
<td>Inst.</td>
<td>MAE</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>0.7591</td>
<td>1.0399</td>
<td>997</td>
<td>1.0165</td>
</tr>
<tr>
<td>Gaussian Process</td>
<td>0.5424</td>
<td>0.705</td>
<td></td>
<td>0.6603</td>
</tr>
<tr>
<td>SMOreg</td>
<td>0.2803</td>
<td>0.4024</td>
<td></td>
<td>0.301</td>
</tr>
<tr>
<td>Multilayer Perceptron</td>
<td>1.1086</td>
<td>1.4839</td>
<td></td>
<td>0.8771</td>
</tr>
</tbody>
</table>

Where, Inst. = instances.

The minimal value in SMOreg is represented by the root mean squared error (in Tables 4 and 5). As a result, the SMOreg algorithm has superior seismic event forecasting accuracy than others.

CONCLUSION

For a country like Indonesia, which frequently experiences earthquakes, it can be extremely challenging to precisely predict natural events like rapid changes of the earth's crust. However, there are still a lot of significant seismic occurrences in the vicinity of NAD that can have an impact here as well. Therefore, the authors took these occurrences into account and employed various data mining approaches. We can locate earthquake-prone regions in NAD by evaluating the data using the suggested model.

Future seismic occurrences that can have an impact on the NAD region can also be predicted using time series analysis. If these forecasts are more accurate, it will encourage people to take preventative measures.
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